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Abstract—In this paper, a new digital elevation model (DEM) is
derived for the ice sheet in western Dronning Maud Land, Antarc-
tica. It is based on differential interferometric synthetic aperture
radar (SAR) from the European Remote Sensing 1/2 (ERS-1/2)
satellites, in combination with ICESat’s Geoscience Laser Altime-
ter System (GLAS). A DEM mosaic is compiled out of 116 scenes
from the ERS-1 ice phase in 1994 and the ERS-1/2 tandem mission
between 1996 and 1997 with the GLAS data acquired in 2003 that
served as ground control. Using three different SAR processors,
uncertainties in phase stability and baseline model, resulting in
height errors of up to 20 m, are exemplified. Atmospheric influ-
ences at the same order of magnitude are demonstrated, and corre-
sponding scenes are excluded. For validation of the DEM mosaic,
covering an area of about 130 000 km2 on a 50-m grid, indepen-
dent ICESat heights (2004–2007), ground-based kinematic GPS
(2005), and airborne laser scanner data (ALS, 2007) are used. Ex-
cluding small areas with low phase coherence, the DEM differs in
mean and standard deviation by 0.5 + / − 10.1, 1.1 + / − 6.4,
and 3.1 + / − 4.0 m from ICESat, GPS, and ALS, respectively.
The excluded data points may deviate by more than 50 m. In order
to suppress the spatially variable noise below a 5-m threshold,
18% of the DEM area is selectively averaged to a final product
at varying horizontal spatial resolution. Apart from mountainous
areas, the new DEM outperforms other currently available DEMs
and may serve as a benchmark for future elevation models such
as from the TanDEM-X mission to spatially monitor ice sheet
elevation.

Index Terms—Altimetry, Antarctica, ice sheet elevation, SAR
interferometry, SAR processing, synthetic aperture radar (SAR).

I. INTRODUCTION

D IGITAL elevation models (DEMs) of glaciers and ice
sheets are used for a variety of applications such as mass

balance and accumulation studies [1], input for numerical ice
flow models [13], and ice core analysis [22]. For velocity
mapping using synthetic aperture radar (SAR) interferometry,
an external DEM is necessary to separate the topographic phase
from the motion phase in case no suitable coherent repeat pass
image pair is available or if the 3-D velocity vector is under-
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determined [18]. The desirable vertical accuracy and horizontal
grid spacing of the DEM is usually application dependent. The
required precision in the vertical dimension typically ranges
from several meters to submeters. For ice sheet modeling, the
typical grid size is several kilometers and comparable to the
ice thickness. In order to monitor snow dune migration or
grounding line position, a grid spacing of hundreds or tens of
meters is needed. Surface elevation over ice sheets is normally
measured using satellite altimeters. In the coastal regions of the
Antarctic ice sheet, where the surface slope is relatively steep,
the performance of conventional radar altimeters is normally
poor [4]. ICESat’s Geoscience Laser Altimeter System (GLAS)
provides surface elevation at higher precision but at sparsely
spaced tracks leaving gaps in between [26]. Differential SAR
interferometry enables one to fill these gaps using the ICESat
data as ground control points (GCPs) [2].

The available Antarctic DEMs are the RAMPv2 model [16],
the GLAS model [8], and the JLB97 model [3], which are
gridded at 200 m, 500 m, and 5 km, respectively. The second
version of the RAMP model originates from the Radarsat
Antarctic Mapping Project and is deduced from European
Remote Sensing 1 (ERS-1) satellite radar altimetry in the flat
central parts of the ice sheet. In areas with steep relief, it
is combined with data from the Antarctic Digital Database
(4.0), photogrammetry, airborne radar surveys, and ground-
based data like GPS measurements. JLB97 is based on ERS-1
radar altimetry as well [4]. The GLAS model is interpolated
from ICESat’s laser altimeter heights and was released from the
National Snow and Ice Data Center (NSIDC) in 2007. In our
area of interest, all data sets exhibit deviations when compared
with each other, as well as when compared to ground-based data
(see Section III-C).

Satellite-borne interferometric SAR (InSAR) is a well-
known technique to derive area-wide fine-resolution DEMs and
velocity fields. Detailed descriptions can be found, for example,
in [10], [17], or [21]. Studies with respect to ice sheet elevation
were previously performed in [2], [14], or [15]. Our study area
is a 1.3 × 105-km2-wide section of the grounded ice sheet in
the Atlantic sector of Antarctica (Fig. 1). The surface elevation
rises from about 100 m a.s.l. near the grounding line to about
2500 m south of the Heimefrontfjella mountain range. The
typical surface slope is 0.5◦. The main ice streams draining this
area are the Stancomb Wills and Veststraumen in the west and
smaller ice streams flowing toward the Ekström and Fimbul
ice shelves in the east. Ice velocities reach up to 1 m/day.
Comparable high ice velocities are also observed at glaciers in
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Fig. 1. Radarsat image mosaic of Dronning Maud Land showing used ERS
satellite frames, together with the GPS traverse between (white bold line) the
Ekström Ice Shelf and the Kottas camp, and (white dashed line) the ALS profile.
The fine white line delineates the floating ice shelves.

the vicinity of the Heimefrontfjella mountains. Ice dynamics
and data from repeat pass interferometers require a differential
InSAR approach in order to cancel out ice velocity and to
derive DEMs.

Baek et al. [2] reported localized residual elevation discrep-
ancies between their DInSAR DEMs and ICESat altimetry.
They speculated on the origins such as variable atmospheric
path delays and varying radar penetration depths into snow.
Our interest is to derive a larger scale DEM using the same
technique, quantify the obtainable accuracy, and link deviations
to two kinds of errors: first, internal errors due to uncertainties
within the SAR/InSAR processing, and second, external errors
such as an atmospheric contribution due to variable path delays.
Finally, we present a DEM with a varying horizontal resolution
that accounts for the spatial variation of noise.

II. METHODOLOGY

In an interferometric multipass procedure, two SAR
acquisitions are combined to derive a mixed interferogram
that contains a topographical contribution and an additional
contribution due to the ice displacement between data
acquisitions. In order to separate these two parameters, a
differential approach (DInSAR), as described in [15], is chosen.
Under the assumption of a constant ice flow, the displacement

TABLE I
OVERVIEW OF ERS SATELLITE FRAMES AND TRACKS, ACQUISITION

DATE, AND DIFFERENTIAL PERPENDICULAR BASELINE.
ID REFERS TO TRACK NUMBERS IN FIG. 1

is canceled by subtracting two interferograms of the same
scene. The main processing steps comprise the SAR processing
of the raw data, coregistration of the scenes, interferogram
formation, phase unwrapping, subtraction of the interfero-
grams, baseline refinement, and georeferencing to the resulting
height map. As previously done in [2], the baseline refinement
uses GCPs from ICESat’s laser altimeter (GLA 12 Release 24,
Laser 1 (20.02.2002–29.03.2003) and Laser 2a (24.09.2003–
18.11.2003) [26]), which provides a tie point every 170 m
along the satellite track (see also Section III-C).

Limitations are, for example, the restricted availability of
coherent SAR image pairs, a change in surface height or slope
between the ICESat and SAR acquisition, and the lack or
uneven distribution of GCPs. Variable atmospheric path delays
[10], as well as varying radar penetration into snow [19], may
also deteriorate the quality of the resulting DEM. It is also
possible that the ice flow changes between the InSAR image
pair acquisition and thus does not fully cancel in the DInSAR
approach.

We investigate the robustness and sensitivity of the SAR raw-
data processing by analyzing data from three different SAR
processors with varying scene length in azimuth. Some DEMs
were derived from single-look complex (SLC) frames from the
German Processing and Archiving Facility (D-PAF; processing
date between 2003 and 2007). The resulting DEMs often show
phase discontinuities on the border of adjacent frames, which
cannot be fully explained by baseline inaccuracies. In order to
enable strip-line processing, we used Gamma’s Modular SAR
Processor (MSP) and, for comparison, EarthView’s Advanced
Precision Processor (APP). All other steps were performed with
Gamma’s interferometry software [24].

Fig. 1 and Table I display the ERS frames that were used in
this paper. Altogether, 19 DEMs were separately derived and
mosaicked to a final DEM. Ascending and descending orbits
were handled equally as no biases have been observed.

In overlapping areas, individual DEMs were stacked by
applying a weighted average in order to reduce data noise. The
weights were given by the differential perpendicular baseline
bk
⊥ of the respective DEM and by the coherence cci,j for each

pixel. The coherence was estimated after applying an adaptive
fringe filter to the differential interferogram [9]. For the sake
of simplicity, we assumed a linear dependence of weights. In
detail

DEM(i,j) =

∑N
k,k′=1 cck

(i,j)b
k′
⊥ demk′

(i,j)∑N
k,k′=1 cck

(i,j)b
k′
⊥

(1)
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with

cck
i,j =

{
cck

i,j , if cck
i,j > 0.6

0, otherwise

where k and k′ index the individual DEMs and N is the number
of DEMs that overlap at the location (i, j). Usually, N is
between two and four. In the case of N > 1, the threshold for
coherence was chosen to avoid areas of high noise that tend
to deteriorate the quality of the final DEM when compared to
independent GCPs.

For the uncertainty estimation, the final DEM is compared
to ICESat tracks, as well as independent GPS and airborne
laser scanner data in Section III-C. The submeter accuracy of
these data sets permits a detailed comparison with the DInSAR
DEM along the profiles. However, it does not evaluate the DEM
area-wide.

Fig. 1 shows that many individual DEMs overlap with each
other. This enables not only stacking but also subtraction in
common areas. The latter results in an area-wide quality map
[see Fig. 7(a)]. It indicates error boundaries of height deviations
that can be caused by an interplay of various error sources (e.g.,
atmospheric contribution, varying penetration depth, changing
ice flow, and imprecise processing).

Processing uncertainties alone can be visualized when over-
lapping raw data are processed individually. This is done for the
small overlap of adjacent frames from the same data track and
will be discussed in more detail in the following section.

III. ACCURACY ANALYSIS

A. SAR Raw-Data and DInSAR Processing

SAR raw-data processing aims to reconstruct an image out
of several backscattered pulses by using the Doppler history
of the individual targets [7], [11]. The resulting full-resolution
image is an SLC file that stores a complex number (in-phase and
quadrature) from which phase and amplitude can be derived.
After the double subtraction of four SLCs, the conversion from
differential phase to height can be approximated by [20]

z =
λr sin(θ)

4π

Δφf

B⊥
(2)

where the unwrapped and flattened phase φf is turned into
height z (above a reference ellipsoid) by using the perpendic-
ular component of the refined baseline B, as well as the look
angle θ, the slant range distance r, and the wavelength λ. Apart
from the wavelength, all parameters have a range and azimuth
dependence that is not marked explicitly.

Processing uncertainties can be visualized through the fol-
lowing ways: 1) comparing overlapping areas of adjacent
frames that were processed individually; 2) comparing DEMs
that are based on a set of SLCs originating from different SAR
processors; or 3) generating autointerferograms (interferograms
generated from the identical scene with different SAR process-
ing history). In all cases, the resulting DEMs rely on the same
raw data, and deviations can be entirely attributed to processing.

As a specific example, we consider two adjacent frames
(5157 and 5175) in track 407 that is marked with 4 in Fig. 1.

TABLE II
COMPARISON OF ICESAT GCPS TO DEMS OF SATELLITE TRACK 407

DERIVED FROM SLCS ORIGINATING FROM DIFFERENT SAR PROCESSORS

From this raw-data strip, we derived five DEMs (D1, D2, Ev1,
Ev2, and G), which are listed in Table II.

D1 and D2 are based on eight SLCs from the German D-PAF,
and Ev1 and Ev2 are based on eight SLCs from EarthView’s
APP. G is based on four SLCs from the MSP where the raw
data of the two frames have been concatenated. In order to in-
vestigate differences between the five DEMs, we first compare
the deviations to the GCPs from the baseline refinement and
then compare the DEMs with each other. The deviations are
eventually traced back to differences in the baseline models and
the SAR processing history of the individual SLCs.

The comparison of ICESat GCPs with the corresponding
DEMs is summarized in Table II. In all cases, the deviation sIce

scatters around zero with a standard deviation of 2–7 m. Many
long ICESat tracks show random deviations from 1 to 2 m,
which points out the generally high quality of those particular
DEMs. However, in some regions, the deviations are systematic
and reach up to 10 and 15 m. This is shown in Fig. 2 for D1, D2,
and G. Characteristic dents are particularly visible in the upper
right and lower left corners of D2 (Fig. 2, upper left frame,
marked with arrows). These dents cover areas of up to 20 km in
length and are evident in many DEMs. They cannot be removed
with low-order polynomials in a global fit over an entire frame.
It is important to know whether these localized deviations have
geophysical reasons or if they are due to processing. In our case,
many of them are due to processing since, depending on which
set of SLCs has been used, they appear in different places. This
can be seen in Fig. 2 where the previously mentioned dents from
D2 are not visible in G.

The difference fields of D1, Ev1, and G, as well as the
difference fields of D2, Ev2, and G, show deviations of up
to 15 m in some areas. Similar deviations can also be seen
in the overlapping area of D1 and D2. This emphasizes that
most of the localized deviations along the ICESat tracks are
processing artifacts. The magnitude of processing uncertainties
can be explained with deviations in the differential phase and
baseline models. The typical InSAR approach for the baseline
model is to account for inaccuracies in the state vectors with
an overall fit of GCPs to the unwrapped differential phase.
This alters the baseline in a way that the resulting orbit model
complies best to the used set of GCPs. For D1 and D2 (adjacent
frames from the same track), a different set of GCPs for each
frame is used. This leads to a discontinuity in the baseline
model within the common raw data of the two frames and
eventually causes a height difference in the overlapping area of
the corresponding DEMs. However, height differences remain
even if the two baseline models are artificially merged. This
is due to additional deviations in the differential phase which
originate from the SAR processing history of the individual
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Fig. 2. Comparison of ICESat GCPs with DEMs based on SLCs with different SAR processing histories (D1, D2, and G). Localized elevation discrepancies
(dents) of up to 15 m along the ICESat tracks appear as (marked with arrows) processing artifacts in the lower left and the upper right corner of D2. The same
dents do not appear in G. The dashed line indicates the profile where D1, D2, and G are compared with each other (see Fig. 3).

SLCs. For D1 and D2, deviations in phase become visible in the
form of discontinuities when the single flattened interferograms
are appended. In the case of D1 and Ev1, as well as D2 and Ev2,
the residual phase can be visualized via autointerferograms that
display the phase differences of individually processed SLCs
from the common raw data [5]. Autointerferograms with G are
overlaid with a phase ramp of several fringes because MSP
SLCs are not processed to a zero-Doppler geometry and are
thus not directly comparable to APP and D-PAF SLCs.

Fig. 3 exemplifies the deviations in differential phase, dif-
ferential baseline, and height along a range profile (shown in
Fig. 2) that intersects D1, D2, Ev2, and G. It becomes evident
that the various DEMs are tilted with respect to each other. The
largest tilts can be seen in the pairs D2–G and D2–D1. Similar
results are obtained for the case that the two frames in G are
processed separately.

In order to evaluate the influence of the observed deviations
in the baseline model and differential phase, we use (2) and
approximate the expected height difference z − z′ with

z − z′ =
λr sin Θ

4π
·
(ΔφfB′

⊥ − Δφ′
fB⊥

B′
⊥B⊥

)
. (3)

Fig. 3. Comparison of differential perpendicular baseline B⊥, differential
phase φ, and height z for a profile in the range within the overlapping areas of
independently processed DEMs (D1 and D2 with D-PAF, Ev1 with EarthView,
and G with MSP). The + symbols in the lowest plot mark the predicted height
deviation according to (3). The profiles are gridded to a 160-m raster.

The + symbols in the lowest plot of Fig. 3 indicate that this
analytical deviation predicts the observed height deviation well.
It supports the idea that differences in the baseline model and
phase are, in fact, the main parameters for the deviation.
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We can only speculate about the origin of deviations in phase,
as the exact implementation of the SAR processors is unknown.
Some parameters are estimated by the SAR processors for each
individual frame. This can cause phase discontinuities on the
borders even if the same SAR processor has been used. One
such parameter is the estimation of the Doppler centroid and its
range dependence. For the latter, the D-PAF SLCs are usually
based on a quadratic function, whereas the MSP’s representa-
tion tends to be linear. Using the MSP, the low contrast within
the scenes often excludes the use of an iterative autofocus rou-
tine to adjust the Doppler ambiguity number, and larger squint
angles in the Southern Hemisphere aggravate the processing of
scenes over Antarctica [24]. In the case of G, we processed the
SLC pairs to a common Doppler for maximum spectral overlap.
What is seen in Fig. 3 as the deviation in differential phase is
the summation of tilts from the individual SLCs.

It should be noted that, in other examples, the differences
in similar comparisons did not show any tilts in phase, and
height differences seldom exceeded 1 m. Also, a comparison
with independent GCPs, which is shown in Section III-C, points
to a higher accuracy in other areas of the DEM.

We globally adjusted each individual DEM with a third-order
polynomial to GCPs, which generally improves the DEM qual-
ity and diminishes differences in overlapping areas. However, in
only a few cases, it is possible to completely remove processing
dents using polynomial fits.

B. Atmospheric Contribution

Variations in tropospheric water vapor content are a source
of lateral inhomogeneities in refractivity [10], [25] that is often
neglected for the comparatively dry polar atmosphere. This is
shown in Fig. 4 showing a residual DEM that was derived
from frame 5661 of tracks 31 and 45. The mean elevation of
that area is 1800 m. Track 31 was recorded several times in
March 1994 (ERS-1 ice phase), and track 45 is a combination
from interferograms of 1996 and 1997. A wavelike pattern
with an amplitude of about 20 m and a wavelength of about
10 km can be seen in the difference field. In this obvious
case, the pattern can be recognized in single interferograms
from track 31 (March 9–12 and 12–15, 1994). It is traced
back to the data acquisition of March 12, 1994, 1:40 UTC. A
NOAA AVHRR satellite image (March 11, 1994, 23:17 UTC)
shows a dominant high cloud band in the area of the im-
age frame, which is related to a low-pressure system, with
its center being located off the coast of Antarctica at about
12◦ W/68◦ S (24-h polar MM5 reanalysis forecast, Byrd Polar
Research Center). It causes a strong southeasterly flow over
the Heimefrontfjella mountain range. Wavelike structures in the
AVHRR image with similar spatial scales cannot be spotted
exactly in the area of the ERS SAR image but in the area to the
northwest. This is probably because of the 2-h time difference
in data acquisition between the AVHRR and the SAR image.
Temperature differences indicate a close sequence of high and
low clouds with significant differences in water vapor content
and precipitable water. Taking into account the (differential)
baseline, the observed wave amplitude in Fig. 4 corresponds
to a maximum path delay of 9 mm in the March 12 SAR
image.

Fig. 4. (a) Difference field of DEMs from track 31 (1994) and track 45
(1996/1997) of frame 5661. (b) (Marked as white line) Profile across the
wavelike structure.

This particular frame and obvious case was not considered
for our final DEM product, but it is a showcase that, in gen-
eral, atmospheric inhomogeneities could be too large to be
neglected, particularly for small baselines. Because the data-
base for differential interferograms in this area is limited, we
cannot assume that atmospheric contributions due to changes
in path delay are completely canceled out by the stacking
procedure in (1).

C. DEM Validation Against Satellite, Air, and Ground Data

We compare our DInSAR DEM, as well as the RAMPv2,
JBL97, and GLAS models, to GCPs from additional ICESat
tracks, kinematic GPS, and airborne laser altimetry. In the case
of the DInSAR DEM, the comparison with ICESat tracks is
flawed as data from similar tracks are used for the baseline
refinement. However, a comparison yields two aspects. First, in
areas of low coherence, the standard deviation toward ICESat
increases and indicates the effect of coherence on the DEM’s
quality. Second, the appearance of local dents, as described in
Section III-A, can be visualized along the ICESat tracks over
longer distances. Entirely independent are the GPS and ALS
profiles that run in between the ICESat tracks. The characteris-
tics of the individual GCP data sets are as follows.

The ICESat tracks for the validation include data from
GLA12 Release 28 (L3b–L3h), which were recorded in
2004–2007 [27]. The height error of the ICESat laser altimetry,
as given in [6], varies between 14 to 59 cm as a function
of surface slope. We performed a crossover analysis for each
period in our area of interest and found a mean absolute
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elevation difference of 80 cm. These higher deviations can be
caused by a combination of steeper surface slope and stronger
accumulation variability (e.g., due to snow drift) compared to
the Antarctic plateau. The deviations in crossover points within
the individual laser periods aggravate a change detection be-
tween the different laser periods. In the latter, we see elevation
differences, particularly near the coast, but these usually do
not exceed 1 m. Compared to our DEM, these values do not
represent a systematic change in surface elevation. Therefore,
we combine all laser periods for further comparison.

The laser altimetry survey took place in December 2007
and was similar to that described in [12]. The airborne laser
scanner (ALS) was installed onboard of the Polar5, the new
scientific aircraft of the Alfred Wegener Institute. The position
of a 115-km-long profile is shown in Fig. 1. Apart from the ALS
(Riegl LMS-Q280), the instrumentation included a Honeywell
inertial navigation system (INS), four GPS receivers, and an
airborne SAR interferometric radar altimeter system. The ALS
was operated at 80 Hz with a scan angle of 45◦. The average
flight altitude of 700 m above ground, together with an average
ground speed of 67 m/s, results in an ALS footprint separation
of about 1 m along and 6 m across track. The ground stations at
the South African base SANAE IV (Vesleskarvet) (2.84◦ W and
71.67◦ S) and the Russian base Novolazarevskaya (11.83◦ E
and 70.77◦ S) served as references for the differential GPS
postprocessing. The geocoded ALS heights were determined
using the postprocessed GPS, INS, and calibrated ALS range
measurements. The performance of the system is equal to
that in the Greenland survey [12], and the preliminary overall
ALS height accuracy (including the GPS height uncertainty) is
estimated to be at the submeter level.

The approximately 300-km-long GPS traverse shown in
Fig. 1 is located on grounded ice between the Ekström Ice Shelf
and the Kottas mountains. Data were collected in December
2005, with the GPS antenna mounted on top of a dragged living
container. A recording interval of 1 s, together with a typical
travel speed of 10 km/h, results in a height recording about
every 3 m. The GPS data were processed with a commercial
postprocessing software, including reference stations, precise
ephemerides, and ionospheric-free solutions. Vesleskarvet and
the Finnish station Aboa (13.41◦ W and 73.04◦ S) served as
reference stations. Due to the local recording intervals of 30
and 15 s, the reference data were interpolated to 1-s intervals
by using the INTERPO software from the National Geodetic
Survey. Since no crossover points are available, the statistics
are taken from the processing report of the software. It is
estimated that all data points have a standard deviation of less
than 1 m.

In order to compare the GCP data with the individual DEMs,
GCPs are averaged to the respective cell sizes of the DInSAR,
RAMPv2, GLAS, and JLB97 models. The comparison shows
the largest differences at the steep incline near the Heime-
frontfjella mountain range. Compared to the GPS traverse in
that area, the DInSAR, RAMPv2, and JLB97 models show
strong deviations of more than 50 m. In both cases, this error
is slope-induced with the additional effect of low coherence
in the DInSAR data. GLAS shows smaller deviations. For
further analysis, we excluded that area and filtered the complete
DInSAR DEM with a (postprocessing) coherence threshold

TABLE III
MEAN AND STANDARD DEVIATION OF DEMS MINUS GCPS FROM GPS,
ICESAT, AND ALS. FOR THE COMPARISON WITH THE DINSAR DEM,

GCPS WERE FILTERED WITH A POSTPROCESSING COHERENCE

THRESHOLD OF 0.8 (EXCLUDED < 15% OF ICESAT GCPS
AND < 10% OF ALS AND GPS GCPS). THE GPS, ALS,
AND ICESAT DATA WERE COLLECTED IN 2005, 2007,

AND 2004–2007, RESPECTIVELY

Fig. 5. Comparison of DInSAR (50 m × 50 m), GLAS (500 m × 500 m),
RAMPv2 (200 m × 200 m), and JLB97 (5 km × 5 km) with the 300-km-long
GPS traverse on grounded ice between the Neumayer base and Kottas camp.
The bottom plot displays the deviations from the sampled GPS heights to the
grid points of the respective DEM. The top plot is a zoom to the absolute heights
marked as box 1. The DInSAR heights were filtered with a postprocessing
coherence threshold of 0.8 that excluded less than 10% of the data.

of 0.8. This precluded about 15% of the ICESat points and
less than 10% of the GPS and ALS points. The results are
summarized in Table III and stated as the mean difference ±1
standard deviation. If no coherence filter is applied, some point-
to-point comparisons deviate by more than 50 m. However, this
is only the case for a minor part of the complete DInSAR DEM.

The comparison with the GPS traverse is exemplified in
Fig. 5 and shows that RAMPv2 exhibits the largest differences
that reach up to 150 m. The standard deviation GPS to JLB97 is
about 12 m, whereas GPS to GLAS and DInSAR have standard
deviations between 6 and 7 m. Compared to DInSAR, GLAS is
smoother but does not show undulations in the kilometer scale
that are as detailed as that of DInSAR.

The DInSAR data reveal the smallest standard deviation
(4.0 m) of all DEMs when compared to the ALS data. The rela-
tively large offset of −3.1 m may be caused by a local variation
in surface height over time since local snow accumulation is
around 1 m/a [22]. The ALS data were recorded in December
2007, whereas the DInSAR DEM data in this area were from
February 1996.

The ICESat tracks are evenly distributed over the entire
DInSAR DEM [see Fig. 7(c)]. For comparison, we further
excluded outliers (∼0.01%) with deviations larger than 50 m,
which are mostly caused by hidden phase unwrapping errors.
This is most likely in isolated areas where the surrounding
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Fig. 6. Histogram of the DInSAR DEM compared to (a) ALS, (b) GPS, and (c) ICESat GCPs. GCPs were filtered with a postprocessing coherence threshold of
0.8 (excluded < 15% of ICESat GCPs and < 10% of ALS and GPS GCPs). The black line represents the corresponding Gaussian distribution.

Fig. 7. (a) Mean difference field of DEMs in overlapping areas. (b) Horizontal resolution after iterative averaging. Areas with lower horizontal resolution than
250 m typically mark the areas where the DEM shows deviation larger than 50 m when compared to independent GCPs. The resampled DEM is shown in
(c) where areas with a standard deviation higher than 5 m are masked out. ICESat tracks that were used for the baseline refinement are overlaid with black lines.

was masked out during processing because of low coherence.
In general, the deviations to ICESat points in areas of high
(postprocessing) coherence (> 0.9) are below 2 m, whereas in
areas of lower coherence, the deviations increase to 20 m. The
overall standard deviation is 10.1 m. With a standard deviation
of about 5 m, the GLAS model naturally performs best in
the vicinity of the ICESat tracks as the interpolated DEM is
based on the ICESat data. JLB97 and RAMPv2 show standard
deviations of about 17 and 30 m, respectively.

Localized deviations similar to those marked in Fig. 2 are still
evident in the mosaicked DInSAR DEM, also when compared
to the ALS or GPS data. Most of them probably originate
from residual processing errors, as discussed in Section III-A.
Overall, along the GPS and ICESat profiles, the deviations do
not follow a Gaussian distribution, which is shown in Fig. 6.
This is because these profiles also cover areas where the DEM
mosaic is based on individual DEMs with lower coherence,
which results in increased scattering and longer tails in the

positive and negative domains. This is not the case with the
ALS profile where coherence is high without exception and
deviations are Gaussian. This demonstrates that, despite the
weighting procedure in (1), coherence is still the important
driver for the spatial variation of quality in the DInSAR DEM.
This will be accounted for in the next section.

IV. SPATIAL VARIATION OF QUALITY

IN SURFACE ELEVATION

Two maps indicate the spatial variation of vertical accuracy
in the DInSAR DEM: the mean difference field in the
overlapping areas of all frames and the mean coherence map
of the entire DEM. The difference field is shown in Fig. 7(a).
It illustrates height differences that can be caused by a variety
of reasons, for example, processing artifacts, atmospheric
contribution, varying penetration depth, or slope-induced
errors. Apart from the previously mentioned examples in
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Section III-A and B, the individual error sources cannot be
easily distinguished. The coherence map marks areas with low
coherence, where increased phase noise leads to deteriorating
surface heights. This can be accounted for by iteratively
applying an adaptive low-pass filter. Averaging with a factor
of n × n decreases the standard deviation by a factor of n at
the cost of spatial resolution. We chose a simple algorithm
to resample the DEM, iteratively lowering the local standard
deviation below a threshold of 5 m. In the first step, the
standard deviation is estimated on the 50-m grid in flattened
750 m × 750 m windows. If the standard deviation is below
the threshold, the subwindow is excluded; otherwise, the DEM
is resampled with a 50-m increment up to a maximum cell
size of 500 m. This results in a DEM with a varying spatial
resolution, which is shown in Fig. 7(b). In particular, areas
with steep relief near the Heimefrontfjella mountain range and
some coastal areas needed higher filtering or were completely
masked out. After the filtering, 82% of the DEM stayed on the
50-m grid.

V. SUMMARY AND CONCLUSION

In this paper, 19 independent DEMs were derived by ap-
plying a differential interferometric approach. The DEMs are
based on the SAR data from ERS-1/2, in combination with
laser altimetry from ICESat. The SAR data were acquired
in ERS-1’s ice phase in 1994 and during the ERS-1/2 tan-
dem mission from 1996 to 1997. The altimeter data were
recorded in 2003. The mosaicked DEM covers an area of
approximately 1.3 × 105 km2. The overlapping parts of ad-
jacent frames and autointerferograms were used to separate
different error sources. In that process, a cross-comparison was
performed between DEMs, which are based on the same raw
data but on different SLC products. It has been demonstrated
that processing uncertainties are not always negligible and often
depend on the processing history of the used set of SLCs.
From a software end-user perspective, it is difficult to evaluate
and adjust possible inaccuracies originating in the raw data
to SLC processing, which may superimpose other geophysical
effects. If only one frame with a single set of SLCs is available,
unnoticed processing uncertainties could potentially overlay ef-
fects such as varying penetration depth. In [23], the penetration
depth for dry snow in the same study area was estimated to
be on the order of 22 m using a C-band frequency scatterom-
eter. However, the observed dents shown in Fig. 2 are of the
same order of magnitude, and a variation in penetration depth
between adjacent snow regimes is likely to be smaller. Al-
though strip-line processing removes discontinuities between
frame boundaries, it does not necessarily raise the overall
accuracy.

A comparison with an approximately 300-km-long GPS tra-
verse from 2005 on the 50-m grid reveals a deviation of sGPS =
(−1.1 ± 6.4) m. The deviation to the laser altimetry profile
from 2007 is sALS = (−3.1 ± 4.0) m, and deviations toward
ICESat GCPs from 2004–2007 are sIce = (−0.5 ± 10.1) m.
In all cases, DInSAR points with a postprocessing coherence
lower than 0.8 have been excluded. Some of these excluded
points show deviations larger than 50 m. The comparison with

ICESat GCPs alone does not entirely reflect the DEM’s accu-
racy: first, because they were used to refine the baseline, and
second, because the comparison is only along profiles and not
area-wide. In areas where different frames with high coherence
could be stacked, the DEM shows typical deviations to GCPs
below 2 m. In areas with lower coherence, the typical deviation
increases to 20 m.

Apart from the atmospheric disturbances that were discussed
in Section III-B and removed from the data set, no other
atmospheric influences are obvious in the difference field of
the DEM. The overall phase coherence is high (> 0.9, as
estimated from the fringe filtering algorithm), and also, areas
of lower coherence (< 0.7) are well mapped. In order to
attenuate contributions from processing artifacts and variations
in atmospheric path delay, we applied a stacking procedure,
including DEMs originating from interferograms with compa-
rable low phase coherence. The resulting DEM was iteratively
low-pass filtered with a spatially varying kernel size to lower
the standard deviation in a predefined window below a 5-m
threshold. In this procedure, 82% of the final DEM remained on
a 50-m grid. Areas with lower horizontal resolution than 250 m
typically mark the areas where the DEM shows deviation larger
than 50 m when compared to independent GCPs.

A difference field of heights from individual DEMs was
generated and serves as an indicator for the spatial variation of
the DEM quality. Other DEMs in that region (RAMPv2, GLAS,
and JLB97) are lesser resolved and show larger differences
to the validation data. Overall, our new DInSAR DEM can
be considered to have good vertical precision and the best
horizontal (50 m × 50 m) resolution currently available in that
region.
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